VR technologies in Multimedia Content.

Modern projects connected with  computer technologies frequently use multimedia content which should be professionally designed and presented. Wide abilities for presenting and high-level detailed work with different parts of data and all content in general are achieved using special technologies for managing with audio, video and graphical information.
Creating panoramic and 3D images, using multiple visual and sound effects, 3D sound, and even simple quality-lossless compressed video playback require interaction with software and hardware.

Use of VR technologies (virtual reality technologies) or their partial application allow to create and manage with photo-realistic design, 3D-interface, 3D sound, 3D models and scenes, 3D Internet pages and other VR-based objects. VR technologies are generally implemented in games, simulators, and 3D museums/galleries today. The methods of its application are different and depend on the product’s area of application, desired effect and end-of-user hardware capabilities. Owing to the last factor and difficulty of application VR technologies aren’t widespread among multimedia developers. However, it can be applied to any multimedia project designed for common average computers and devices to a greater or lesser extent.

VR technologies are considered as a set of single components for work with 3D and with common 2D multimedia content.

Reality imitation in graphics is achieved by using high-quality nonstatic data and high-speed multifarious data output.

There are two basic primary principles of graphical data representation:

· real-time rendering of 3D models and scenes;

· use of beforehand rendered 3D models and scenes.

The first approach allows representing dynamic and static 3D scenes in 3D space from arbitrary position, any angel of view with different visual effects and transformations. “Well-formed proper geometry” effect appears owing to complex mathematical calculations. However, hi-quality (photo-realistic) rendering in this case requires a great amount of system’s resources and a lot of time making impossible using complex or dynamic scenes. Modern computers can quickly and rather good render dynamic scenes, therefore this approach is used more often, but the main aim is still to find satisfactory balance between output quality, optimal algorithms and rendering time.

The second approach allows representing arbitrarily complex scenes with maximum quality by using beforehand rendered data (usually images ready for output) that have been calculated by special tools using methods of the first approach. This makes photo-realistic quality without great time costs. However difficulty with flexibility of view occurs in this case, because all positions and view abilities are fixed and set beforehand, so it’s impossible to use in dynamic, arbitrary (real-time generated), multi-camera scenes.

The first approach is being used for presenting 3D data today. A scene can be simplified for rendering by using low-polygonal 3D models or applying some special visual effects for reducing size of rendering region. However the choice depends on a definite project: you may create a 3D model from separate images – quality will be higher, cameras capabilities depend on number of images and on algorithm being used. It is possible to create a panoramic image for a closed 3D scene, which is a virtual copy of real world scene by rendering two photos of the scene on a sphere interior. The scene will have one position of view located in the center of the sphere. This is often used for creating 3D museums, because it imitates the building and can hold virtual excursions.
It is strongly recommended to use all computer’s available resources and capabilities for realization any of these two approaches: special processor’s commands, OS-specific functions, special capabilities of multimedia hardware, etc. 

IBM PC-compatible processors give additional instruction sets for working with multimedia: 

· Intel® Pentium® MMX is an extension of the Intel architecture (IA) instruction set designed to increase performance of applications that manage with large data streams. MMX gives new data types (64-bit integers), registers and commands that allow performing arithmetic and logical operations on multiple numbers simultaneously;

· AMD® 3DNow! is an additional extension of IA MMX for working with packed 32-bit floating-point numbers. The 3DNow! technology enables faster frame rates on high-resolution scenes, much better physical modeling of real-world environments, sharper and more detailed 3D imaging, smoother video playback, and near-theater–quality audio. Beginning with the AMD Athlon processor, 3DNow! technology has been enhanced to add five new 3DNow! digital signal processing (DSP) instructions and 19 MMX Extensions, including streaming functionality;

· Intel® Pentium® Streaming SIMD Extensions (SSE) boost performance of multimedia applications, give new commands, improved old ones, new data types for working with floating-point numbers and cache;

· Intel® Pentium® Streaming SIMD Extensions 2 (SSE2) are extensions of SSE for working with integers.

These commands greatly improve performance of multimedia applications.

Video cards manufactured lately have a special chip installed (2D/3D accelerator) for processing graphic commands. These are usually specific commands for ultraspeed output that also help in rendering of 3D scenes. Most of them can be emulated by software. DirectX® or OpenGL is usually used for operation with graphics that allow rendering and output of 2D and 3D scenes. 

Capabilities of OpenGL: 

· orientation for work only with special graphical hardware that supports OpenGL functions;

· standard primitives: points, line segments and polygons;

· provides fairly direct control over the fundamental operations of 2D and 3D graphics including transformation matrices, lighting equation coefficients, antialiasing methods, and pixel-update operators (logical operations, alpha-blending, etc);

· client/server model for interpretation of the commands;

· impositions of textures, managing with curves, surfaces (including NURBS), z-buffer.

Capabilities of DirectX®:

· use of hardware-exclusive features and software emulation;

· standard primitives: points, isolated straight line segments, connected line segments (line strips), triangles, connected triangles (triangle strips), connected triangles with one shared vertex (triangle fans), working with curves;

· working with 2D and 3D graphics;

· programmable pixel shader, vertex shader and texture shader;

· transformation matrices (coordinate system’s transformation, scaling, rotation), lighting,  definitions for object’s material for reality of luminous effects;

· texture rasterization control, support for dynamic and volume textures, texture blending;

· special functions for working with sprites and text rendering;

· controllable shading, vertex and pixel fog effects, alpha-blending (3D effect for 2D objects (billboarding), clouds, smoke and vapor trails, fire, flares and explosions), use of z-buffer, antialiasing.

Moreover DirectX® includes components for high-level management with multimedia streams with use of hardware acceleration, scaling, streams mixing (alpha-blending is also available). Besides it has some functions for working with sound. OpenGL unlike DirectX® is designed solely for working with graphics. Selection of the right tool depends on specific project.

For some projects it’s applicable to use completely ready tools, e.g. VRML editors. However they don’t support the appropriate quality and don’t give the required abilities for most projects. It is possible to create any 3D engine based on DirectX® SDK and/or OpenGL functions that meet all the requirements of any project. Sometimes more easy and partially or completely interactive tools for work with real-time 3D graphics can be used as an alternative. Among them are: Blitz 3D, Multigen Paradigm Vega, SGI OpenGL Performer.
Operating systems have special functions for multimedia applications. Microsoft® Windows® has GDI+ that allows to use some new graphic images formats, alpha-blending, transformation matrices, faster output than GDI, high-quality scaling and rotation of images, high-quality text rendering.

Special software tools create 3D models. 3D Studio MAX (with Character Studio for characters creation), LightWave, 3D Open System and some others are used to create scenes and 3D objects from geometric primitives. 3D Photo Builder, 3DCombine, Realviz ImageModeler, Sierra Photo Lab can be used to generate a 3D model from individual images, 3D Vista Studio Pro, Panoweaver, Realviz SceneWeaver, Realviz Stitcher – for creating panoramic images.

Quality and output speed are also depend on resolution, color depth and pixel information format. A greater resolution provides a higher quality, but also needs more time for rendering. In some cases quality may be pourer: washed picture appears because the original image is being scaled too much. The interpolation method (scaling and rotation of images) plays the dominant role in this situation. Interpolation modes (can be used in GDI+):

· Bilinear interpolation: no pre-filtering is done, applicable for scaling images no more than 50% from original size; 
· Bicubic interpolation: no pre-filtering is done, is applicable for scaling images no more than 85% from original size;
· Hi-quality bilinear interpolation organizes pre-filtering to achieve a higher quality;

· Hi-quality bicubic interpolation organizes pre-filtering to achieve a higher quality. This method guarantees the highest quality for scaling images.

Color depth directly influences on reality of graphics, because it defines abilities of color rendering. The most common values of color depth are: 8, 15, 16, 24 and 32 bits, that allows to show simultaneously 256, 32.768, 65.536, 16.777.216, 4.294.967.296 colors and tints respectively, though some hardware supports 48 bit and more. Hi-quality color rendering requires at least 32 bits. Sometimes it’s possible to use a lesser value by corresponding correct color conversions. Pixel information format also influences on output quality and graphic data format. No less than 32 bits required for hi-quality output, where 24 bits are used to define an RGB color and 8 bits to set transparency level of the pixel for alpha-blending.

The graphic data storage format depends on tools used. Most graphic formats support 24/32 bits, some of them support 48 bits and more (e.g. TIFF). They can use different compressive algorithms (LZW method, Hufman tables, etc.). The storage format of a 3D object depends on visualization method (e.g. DirectX® supports own native format for 3D models). 

Peculiarities of output device must also be considered. VR glasses (stereographic glasses) are usually used in VR applications. Graphical 3D effect of reality occurs owing to 3D image generated by human brain based on two individual 2D images transferred by each eye. It is possible to define a real size of an object and its position using these two images. VR effect in VR glasses is based on the above-stated biological peculiarities of human visual perception. The effect is achieved by simultaneous output of two images of a scene from different positions designed for each eye. Rendering speed decreases in this case, because two rendered images required instead of one. This method can also be used to represent static stereographic images (3D photos). Magic 3D software tool can be used to generate them.

VR effect can also be achieved on good displays no less than 20 inches with PerfectFlat™ technology using special optimization for output. Displays with large screen and high vertical refresh rate from 100 Hz in graphic modes with high resolution and color depth can produce hi-quality realistic images. Graphic modes from 1600x1200x24 can show a 3D scene in details and large size of screen smoothes 2D effect of display’s surface. An LCD requires use of ClearType® technology that guarantees a hi-quality text rendering considering specificity of LCD technology.

Anyway correctness of color rendering occurs. User can see different from original colors depending on his or her current video settings (brightness, contrast, etc.). Therefore most programs support manual gamma control for setting color rendering according to user’s settings. There are special programs (designed for specific output devices, e.g. professional series monitors) that make accurate precise calibration for natural real colors output on user’s output device.

3D sound effect also grants VR effect. DirectX® (DirectX Audio [DirectSound®] component) can create and use a 3D sound effect. Basic DirectSound® capabilities:

· a 3D space model with information about location of all sound sources and a listener, their movements, directions and positions;

· a Doppler shift effect;

· falloff control;

· sound forming considers overall loudness, interaural intensity difference, interaural time difference, muffling and human sound perception peculiarities; 

· optimized for audio systems with 2 and 4 speakers.

Hardware optimized for 3D sound can use different methods, e.g. HRTF (head related transfer function). Aureal A3D allows dynamic positioning of individual audio 3D sound streams using advanced HRTF functions. Vortex PCI digital audio accelerator, Diamond MonsterSound and Crystal SoundFusion are based on A3D technology. Aureal gives A3D Interactive SDK to use its functions. Its capabilities: 

· designed solely for Aureal A3D-compatible software;

· integration with DirectSound®;

· special transformation of complex 3D acoustic space to hardware bounded specific audio system; 

· advanced positioning model using hi-quality falloff considering atmospheric absorption that allows to apply different atmospheric effects (fog, underwater, etc.). 

Creative® presents EAX™ (hardware-implemented environmental audio extensions) that can realistically play 3D sound. Capabilities of Creative® EAX™: 

· designed solely for EAX™-compatible hardware;

· integration with DirectSound®;

· artificial echo with delicate adjustment, including factors of user’s possible room’s size, attenuation, echo quality and overall loudness;

· presets can imitate acoustic environment (hall, arena, stone corridor, underwater, etc.).

